
What I Learned from Analyzing 2500 of My Own ChatGPT Conversations 
A case study by Travis Frisinger - March 2025 

1. Introduction 

I never planned to formally study AI-assisted decision-making, but after thousands of interactions 
with ChatGPT, clear patterns emerged. Some promising, others concerning. It started as a curiosity 
or maybe an intuition that my engagement with GenAI followed a pattern. When I followed a 
structured process, the results were significantly better. When I didn’t, they weren’t. 

Since 2023, I’ve engaged in 2,500 ChatGPT sessions, using AI across writing, coding, and music 
production. I’ve: 

● Created the AiBuddy.software blog through AI-assisted writing. 
● Used 3 AI-assisted coding tools io real-world software projects building out green field 

solutions that spanned months - some of which was live streamed on youtube.  
● Built 5 Custom GPTs for specialized tasks. 
● Produced an entire metal album about my cat, Mr. Fluffles’ Reign of Tiny Terror, using 

AI-generated lyrics, artwork, and sound production. 

Through these projects, one pattern stood out: structured engagement with AI consistently led to 
more refined and creative results. This reminded me of Test-Driven Development (TDD), where 
skipping key refinement steps leads to brittle solutions. Was the same happening in AI collaboration? 
Was I engaging AI as a structured thought partner, or was I just offloading cognition? 

That question led me to define and validate the AI Decision Loop which is a structured model for 
maximizing AI’s potential while mitigating automation bias and potentially others. Ironically, I used 
AI to analyze my own interactions with AI, uncovering patterns in thinking, automation, and 
decision-making itself. 

Recent studies (Lee et al., 2025; Thiga, 2024) show that AI-assisted decision-making reduces cognitive 
effort, sometimes leading to automation bias and a decline in critical thinking. This study builds on 
that by analyzing structured decision loops in AI-assisted interactions, contributing a detailed case 
study to the broader discourse on AI literacy and knowledge work efficiency. 

2. Background & Hypothesis 
This study is rooted in multiple disciplines including: Systems Thinking, Decision Intelligence (DI), 
Behavioral Economics, and software development methodologies like TDD and paired 
programming.  

My personal observations from teaching TDD revealed common challenges in 
decision-making—users rushing through the red-green-refactor cycles, skipping validation steps, 
and treating initial outputs as final solutions. Similarly, insights from paired programming highlight 
the benefits of collaborative iteration, a concept that closely parallels human-AI collaboration. These 
fields emphasize structured iteration, cognitive biases, and refinement cycles which are principles 
that should, in theory, apply just as much to AI-assisted work as they do to engineering. 

I set out to answer three key questions: 
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● How often do I naturally engage in structured decision loops when using AI? 
● Do I refine AI-generated outputs, or do I fall into automation bias? 
● Do I exhibit paired programming behaviors when engaging with the AI as per Appendix C : 

Collaborative Work Principles? 

To explore this, I developed a model: The AI Decision Loop, a five-stage process for structuring 
GenAI-assisted work: 

1. Frame the Decision Context – Define constraints, assumptions, and the problem. 
2. AI Output Generation & Thought Partnership – Treat AI as a collaborator, not a magic box. 
3. Apply Human Judgment – Challenge AI’s responses, ask for justification. 
4. Verify & Validate – Fact-check for reliability, especially in high-stakes tasks. 
5. Refine & Iterate – Learn from interactions, improve prompts, and automate selectively. 

The goal was simple: observe whether I naturally followed this loop or whether engagement faltered. 

Below is a model of the structured decision making process called the AI Decision Loop. It draws 
inspiration from Decision Intelligence in traditional analytical AI systems specially formulated to 
address the efficacy and governance of using GenAI in production work. 

 
Figure 1: The AI Decision Loop 
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2.1 Differentiating Thought Partnership, Judgment, and Validation 
A key insight from this study is that effective AI-assisted decision-making requires distinguishing 
between engagement, evaluation, and verification. 

 

Step What Happens? User’s Role Example Prompts 

Step 2: AI 
Output 
Generation & 
Thought 
Partnership 

AI generates an output, 
and the user engages 
iteratively—asking for 
clarification, refinement, 
or alternative 
perspectives. 

Engaging with AI as a 
collaborator, refining 
and shaping the 
response before 
making a judgment. 

"That’s interesting. Can you 
provide another angle on 
this?"  

 
"Expand the second point 
with real-world examples."  
 
“What are the trade-offs of 
this approach?" 

Step 3: Apply 
Human 
Judgment 

The user steps back and 
evaluates AI’s response 
critically—checking for 
logic gaps, biases, or 
alignment with goals. 

Making decisions 
about the AI’s 
response, rather than 
just working with it. 
The user acts as the 
final arbiter of what to 
accept or reject. 

That assumption seems 
flawed—why did you make 
it?" 
 
This doesn’t align with my 
data. Let me adjust it." 
 
"Can you justify this 
recommendation?" 

Step 4: Verify 
& Validate 

The user fact-checks 
AI’s response against 
external sources, 
technical constraints, or 
empirical evidence. 

Ensuring accuracy and 
reliability of AI 
outputs—verifying 
facts, checking 
assumptions, and 
validating decisions 
before acting. 

"Does market data support 
this claim?" 
 
"Run this through a 
feasibility check with actual 
constraints." 
 
"Can you provide citations 
or supporting data?" 

Key Differences and Why They Matter 
● Step 2 (Thought Partnership) is about shaping the AI’s response. 

○ Users explore ideas and refine outputs through interactive iteration. 
○ When this step is skipped, automation bias increases as AI-generated content is taken 

at face value. 
● Step 3 (Apply Human Judgment) is about making an internal assessment.  

○ The user steps back to analyze AI’s output.  
○ Without this step, users fail to challenge flawed assumptions or biases in AI responses. 

● Step 4 (Verify & Validate) is about external confirmation. 
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○ This is critical for high-stakes decisions, requiring users to fact-check and stress-test AI 
outputs. 

○ If skipped, AI-generated errors can propagate into real-world decisions without 
scrutiny. 

2.2 Examples 
Examples showcasing both styles of loop iteration.  

2.2.1 Standard Example : Developing a Product Roadmap for an AI-Driven 
Note-Taking App 

Step 1 – Frame the Decision Context & Guide AI Collaboration 
Human Prompt: 
“We’re building an AI-powered note-taking app for busy professionals. Our business goals include 
high user engagement, seamless integration with productivity tools, and scalable monetization. 
Please outline three distinct product roadmap options that balance technical complexity, market 
timing, and resource constraints.” 

Step 2 – AI Output Generation & Thought Partnership 
AI Response: 
“Option 1: Core-Feature First – Focus on essential note-taking, search, and basic integrations before 
expanding into advanced AI features. 
Option 2: AI-Driven Innovation – Launch with advanced functionalities like auto-summarization and 
contextual suggestions, followed by phased integration development. 
Option 3: Hybrid Rollout – Combine a core feature set with a simultaneous beta for advanced tools to 
gather early feedback.” 

Human Thought Partnership Interaction: 
 "Option 3 seems interesting, but how would the beta affect our ability to scale quickly? Also, can you 
refine Option 1 to include a lightweight AI component early on?" 

AI Response: 
"For Option 3, a beta program could allow early adopters to provide feedback while keeping the core 
stable, but it may slow down full adoption due to potential confusion between versions. 
 For Option 1, adding a lightweight AI component could mean including basic smart tagging and 
contextual search from the start, which would enhance the user experience without delaying the 
initial launch." 

Step 3 – Apply Human Judgment & Challenge AI’s Perspective 
Human Follow-Up: 
“For Option 2, what assumptions are being made about user readiness for advanced features, and 
what technical challenges might extend our timeline?” 

AI Response: 
"Option 2 assumes users are already familiar with AI-assisted note-taking and willing to trust 
automation for organization. The main technical challenge would be ensuring accuracy in 
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summarization and contextual suggestions, which may require extensive model fine-tuning and 
dataset curation before launch." 

Step 4 – Verify Outcomes & AI Reliability Check 
Human Verification Prompt: 
“Compare these roadmap options against market research and technical feasibility studies. Identify 
any potential biases or overlooked risks, and verify assumptions using historical data.” 

AI Response: 
"Market research suggests that AI-driven note-taking adoption is still growing, with concerns around 
accuracy and user control. A phased introduction of AI features (as in Option 3) aligns better with 
gradual adoption trends. 

Additionally, technical feasibility assessments indicate that implementing auto-summarization 
requires a high-quality dataset, which may delay development timelines. Scaling challenges should 
also be accounted for in beta rollout strategies." 

Step 5 – Refine, Iterate, and Automate Where Possible 
Human Iteration Prompt: 
“Based on feedback from our technical and market teams, refine Option 2 to include a phased rollout 
with pilot testing of advanced features. Document the revised process for future product roadmap 
decisions.” 

AI Response: 

"Updated roadmap for Option 2: 

● Phase 1: Core note-taking features with AI-enhanced search. 
● Phase 2: Pilot release of auto-summarization for early adopters. 
● Phase 3: Gradual rollout based on feedback and performance benchmarks. 
● Phase 4: Full integration of AI-driven contextual suggestions. 

This iterative approach ensures controlled adoption while refining AI reliability before mass 
deployment." 

2.2.2 Low-Risk Example: Crafting a Social Media Post for an Upcoming Webinar 

Step 1 – Frame the Decision Context & Guide AI Collaboration 
Human Prompt: 
“We need a concise, engaging social media post to promote our upcoming webinar on digital 
marketing trends. The tone should be friendly and professional, and the post should include a 
call-to-action to register.” 

Step 2 – AI Output Generation & Thought Partnership 
AI Response: 
“Join us for an exclusive webinar on the latest digital marketing trends! Discover innovative strategies 
and insights that can boost your business. Register now to secure your spot!” 
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Human Thought Partnership Interaction: 
 "This is a good foundation, but let’s make it more compelling. Can you refine it to include a sense of 
urgency and a stronger CTA?" 

AI Refinement Response: 
 "Don’t miss out on the biggest digital marketing trends of the year! Reserve your spot now to gain 
exclusive insights and actionable strategies." 

Human Follow-Up Thought Partnership: 
 "This is getting better, but let’s ensure it sounds more conversational. Can you tweak it to feel more 
engaging while keeping it professional?" 

AI Adjusted Response: 
 "The future of digital marketing is here! Join us for a deep dive into the hottest trends and 
game-changing strategies. Sign up now to stay ahead!" 

Step 3 – Apply Human Judgment & Challenge AI’s Perspective 
Human Follow-Up: 
“That’s a strong version! Now, can you generate two alternative versions—one with a more upbeat 
tone and one with a more informative style?” 

AI Follow-Up Response: 
“Upbeat: ‘Want to elevate your marketing game? Our live webinar will reveal the latest trends and 
pro strategies you can’t afford to miss. Join us—register today!’ 
Informative: ‘Explore the evolving landscape of digital marketing at our upcoming webinar. Learn 
practical strategies and insights to drive your business forward. Register now for a deep dive into the 
latest trends.’” 

Step 4 – Verify Outcomes (Optional for Low-Impact Decisions)  
Note: 
For a low-impact decision like a social media post, you might choose to skip an extensive verification 
step since any minor oversight is unlikely to have significant consequences. 
However, if this were a high-stakes marketing campaign, validation could involve: 

● Checking engagement benchmarks from previous posts. 
● A/B testing multiple variations. 
● Verifying alignment with brand voice guidelines. 

Step 5 – Refine, Iterate, and Automate Where Possible 
Human Iteration Prompt: 
“Let’s finalize the post with an upbeat tone. Slightly refine it to emphasize the date and time of the 
webinar.” 

Final AI-Generated Post: 
“Ready to supercharge your marketing game? Don’t miss our live webinar on digital marketing 
trends, happening on [Date] at [Time]. Join us to get ahead—register today!” 
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3. Methodology 
This study was shaped by the same recursive AI-human collaborative process that it sought to 
analyze. The act of investigating AI-assisted decision-making was itself AI-assisted, using 
Chat-Assisted Programming (CHAP) to build custom analysis tools. 

This study analyzes a broad range of AI interactions across 2,443 chat sessions, without pre-filtering 
for specific types of engagement. To ensure a comprehensive analysis, I examined AI usage across 
multiple creative and technical domains, including: 

● AI-assisted blogging: Writing and refining technical content for AiBuddy.software. 
● Software development: Using ChatGPT for simple coding and debugging 
● AI-driven music production: Composing Mr. Fluffles’ Reign of Tiny Terror, an AI-assisted 

metal album exploring AI’s role in creative workflows. 

This diverse dataset allows for a wide-angle view of how AI engagement patterns impact the quality 
of outputs. 

These interactions include both iterative conversations, where AI and human reasoning refine 
outputs over multiple exchanges, and single-shot responses, where AI provides an output without 
follow-up. 

However, the AI Decision Loop model primarily applies to iterative engagements, such as 
conversational AI and collaborative workflows. These interactions follow a structured, multi-step 
process, where users frame a problem, evaluate AI responses, refine outputs, and build toward a final 
result or conversational artifact as I like to call it.  

Single-shot AI interactions such as image generation, tabbed code autocompletion, or one-off 
content generation typically operate outside the AI Decision Loop since they don’t involve iterative 
refinement through prompting.  

By including all types of AI interactions in the dataset, this study presents a realistic picture of how AI 
is used in practice. The findings highlight the contrast between passive automation and active 
collaboration, reinforcing the need for structured AI interaction strategies in professional and 
knowledge-based work. 

To assess patterns of AI engagement, I structured the study into the following four phases: 

3.1 Data Collection 

The first step was exporting all of my ChatGPT interactions. These interactions spanned: 

● Writing for the AI Buddy blog 
● Music creation (generating lyrics, art, and production) 
● Chat-Assisted Programming (CHAP) 
● General Research 
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Since manually analyzing thousands of interactions was impractical, I leveraged AI-assisted 
development techniques to extract and process the data efficiently. 

3.2 Data Processing & Structuring 

To examine the chat data, I adapted an existing open-source repository: 

● Chip Huyen’s AI Engineering Resources, which included a Python script for processing 
ChatGPT history. 

● This repository’s script originally generated heat maps of ChatGPT usage (similar to GitHub 
commit activity). 

Using the CHAP technique in Windsurf by Codeium, I iteratively modified the script via prompting 
and merge-based code edits to develop a custom analytics pipeline that could: 

1. Analyze each chat and generate a structured summary using a system analyst prompt 
(Appendix A : System Analyst Prompt). 

2. Export structured markdown summaries for human readability and debugging. 
3. Compile multiple summaries into PDFs for large-scale pattern recognition. 
4. Upload PDFs to NotebookLM for qualitative analysis (Vibe Analysis). 

3.3 AI Decision Loop Analysis 

Once the qualitative trends were identified, I extended the pipeline to perform quantitative analysis: 

● Identifying decision loop completion rates 
● Determining where users exited the loop 
● Tracking collaborative engagement patterns 

This was achieved using a system analyst prompt, where each chat was fed in as additional context 
one by one in parallel.  

The AI was assessing: 

● Engagement compliance (Did the user follow structured decision-making?) 
● Loop completion vs. exit points (Where did interaction breakdowns occur?) 
● Collaborative work patterns (Did the user leverage AI iteratively or trust it blindly?) 

The full system analyst prompt is detailed in Appendix A : System Analyst Prompt. The model used 
was OpenAI’s GPT-4o with a temperature setting of 0.2, for analytical consistency and constraint. 

3.4 Trend Analysis & Validation 

After generating structured summaries, I applied a secondary trend analysis phase: 

● The trend analyst prompt (Appendix B : Trend Analyst Prompt) aggregated key 
engagement metrics, producing structured JSON reports. 

● These reports were used to quantify: 
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○ How often users completed the AI Decision Loop 
○ The most common exit points 
○ The presence of critical thinking & validation behaviors 

The full trend analyst prompt is detailed in Appendix B: Trend Analyst Prompt. The model used was 
OpenAI’s GPT-4o-mini with a temperature setting of 0.2, ensuring analytical consistency and 
constraint. 

3.5 Recursive AI-Human Analysis 

This study showcased the iterative nature of AI-assisted decision-making: 

● AI helped generate the study’s methodology, tools, and vibe analysis. 
● AI then analyzed how AI was being used in decision-making. 
● Each phase of the study influenced the next, reinforcing the collaborative relationship 

between human reasoning and AI-driven insights. 

Final insights were formatted into structured markdown reports and further analyzed for patterns of 
cognitive offloading, decision loop adherence, and pairing behaviors. The full process flow can be 
seen below in figure 2. 

 
Figure 2: Decision Loop Research Steps 
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4. Findings & Trends 

How often was the decision loop followed? Did I exhibit pairing behaviors with the AI? Was there 
evidence of AI-assisted decisions in my chats? 

I examined both the loop’s completion rate and the specific engagement behaviors. These were 
pairing, decision-making, and critique. I believe they are critical to effective use of GenAI. Below is a 
breakdown of 2,443 ChatGPT sessions, showing how frequently each behavioral pattern occurred: 

● Exiting After Stage 1 (34%): In these sessions, I stopped immediately after “framing the 
problem” and reading the AI’s initial response. This is an example of potential automation 
bias. Or it is hard to find evidence of step 3 in some cases.  

● Loop Completion (59% of the 66% that went beyond Stage 1): Of the remaining conversations, 
59% involved me following through all five steps, up to refinement and iteration. 

○ Within these completed loops, 74% also involved AI partnership—active 
back-and-forth refinement or prompting for alternative ideas. 

○ Conversely, 27% saw me skip the critical evaluation step, implying a short-circuit 
execution that sometimes led back to automation bias. 

● Pairing & Decision-Making: Across all sessions, 79% included some form of back-and-forth 
refinement (“pairing”), while 63% involved AI-driven decision-making, meaning I treated the 
AI more like a co-pilot, drawing on its suggestions in my reasoning process. 

● Critique (34%): In about a third of my sessions, I explicitly asked the AI to critique its own 
output or mine. Notably, 98% of these critique-focused conversations ended with a fully 
completed loop, showing how asking the AI to self-check can powerfully reinforce structured 
engagement. 

 
Figure 3: Decision Loop Engagement Pie Chart 
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These numbers reflect a clear correlation between engagement behaviors and loop completion. 
While further research is needed to prove causation i.e., whether loop completion itself directly 
improves output quality. These high success rates (74% in AI partnership and 98% in AI critique) 
strongly suggest that structured collaboration leads to more refined results. 

Below, an example from AI-assisted music production illustrates how iterative, back-and-forth 
refinement improved the final result. 

Examples from AI-Assisted Music Production 

One of the most telling examples emerged in music production: 

● Initially, I fed AI-generated songs from ChatGPT directly into Suno. The results were often 
lackluster and uninspired. 

● When I iterated—refining lyrics, reshaping song sections—the tracks became more coherent 
and expressive. 

The same pattern held elsewhere: 

● Writing: rough AI drafts needed multiple review cycles to become polished blog posts. 
● Coding: naive AI-generated functions required extensive tweaking for efficiency. 
● Music: purely unstructured AI outputs were generic, but structured iteration turned AI into a 

powerful creative partner. 

Refinement isn’t just an AI problem, it's a structured thinking problem. If we treat AI as a real 
collaborator rather than a simple answer machine, we uncover its true power. 

5. Discussion & Implications 
The AI Decision Loop mirrors core principles from Decision Intelligence (DI) and Cognitive Science. It 
aligns with dual-system thinking (Kahneman, Thinking, Fast and Slow): 

● System 1 (Fast Thinking): Users who rely on AI-generated outputs without reflection exhibit 
automation bias, rapidly accepting AI outputs as final. 

● System 2 (Deliberate Thinking): Users who engage in structured iteration critically assess, 
refine, and validate AI-generated insights, resulting in superior decision-making. 

This study suggests a potential link between structured AI-assisted decision loops and 
metacognitive awareness—the ability to reflect on and regulate one’s thought processes. Users who 
engaged in structured AI interactions were more likely to recognize when to challenge AI outputs 
versus when to accept them, indicating a more deliberate approach to decision-making. 

Prior research has explored AI’s role in decision augmentation. Thiga (2024) found that AI-assisted 
decision-making reduces cognitive effort, potentially leading to over-reliance. Similarly, Kozyrkov 
(2021) emphasized the importance of human judgment in AI-driven workflows, arguing that without 
structured validation, AI becomes a passive assistant rather than an active collaborator. This study 
builds on these findings by providing empirical evidence that structured engagement mitigates 
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automation bias, reinforcing Decision Intelligence principles (Dignum, 2019), which advocate for 
systematic AI-assisted reasoning. 

However, causation remains an open question: does structured engagement improve metacognitive 
awareness, or are individuals with stronger metacognitive skills simply more likely to engage deeply 
with AI? Future work should explore this distinction through experimental validation to determine 
whether structured prompting and AI design interventions can actively shape cognitive 
engagement patterns. 

This study highlights a critical shift in how AI should be framed, not merely as an automation 
tool, but as a cognitive partner. This carries implications for AI literacy, governance, and AI-assisted 
workforces. 

1. AI Literacy as a Learned Skill 
The AI Decision Loop suggests that thoughtful AI engagement is a skill that can be developed. Just 
as professionals learn structured problem-solving methods (e.g., TDD in software engineering), they 
can be trained to navigate AI-assisted decision-making in a structured way. This has implications 
for education, corporate AI training, and knowledge work for organizations that invest in AI literacy 
will gain a strategic edge. 

2. The Governance Challenge: Preventing Automation Bias 
Automation bias is where users over-trust AI-generated outputs without validation, is a major risk in 
high-stakes decision-making. Structured AI engagement can serve as a governance framework, 
ensuring AI users remain critical evaluators rather than passive consumers of AI-generated 
information. 

3. The Future of AI-Augmented Work 
As AI becomes more embedded in knowledge work, the ability to collaborate effectively with AI will 
become a competitive differentiator. Future research should explore whether structured 
interventions (such as AI prompting techniques or UI changes) can reinforce better AI decision loops. 
Organizations that intentionally shape AI engagement strategies will see stronger outcomes 
than those that assume AI is inherently beneficial without structured use. 

5.1 The AI Decision Loop as a Self-Reinforcing System 

A key insight from this study is that AI-assisted decision-making is inherently recursive. Decisions 
evolve over multiple AI interactions. When users engage deeply, this loop amplifies intelligence. 
When they don’t, it collapses into passive automation. 

This process resembles self-referential loops in cognitive science, often called "Strange Loops" 
(Hofstadter, 1979). In AI-assisted decision-making, AI-generated outputs shape human decisions, 
which then refine subsequent AI responses. This cycle can enhance decision quality, or if 
engagement is minimal, lead to automation bias. 

This raises a key question: Are AI decision loops necessary for all tasks, or should engagement 
strategies adapt based on risk and complexity? Future research should explore how task domain, 
user expertise, and AI literacy levels influence the need for structured decision loops in different 
professional and creative settings. 
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5.2 The Risk Of Shortcutting AI Engagement 

Cognitive science suggests that recursive cycles are fundamental to intelligence-building processes. 
But AI-assisted decision-making introduces a paradox: while AI enables structured iteration, it also 
tempts users into shortcutting the process by accepting outputs uncritically. 

This study reveals that human-AI collaboration can be recursive in certain use cases, but without 
structured engagement, it often devolves into passive automation. When users treat AI-generated 
content as final rather than iterating on it, decision-making shortcuts emerge—leading to blind 
spots, unchecked assumptions, and over-reliance on AI outputs. 

5.3 The Takeaway: AI as an Adaptive Partner, Not Automation Engine 

The real takeaway from this study is simple: AI doesn’t make us smarter but structured 
engagement does. AI is a force multiplier, not an autopilot. Its true power lies in adaptive 
collaboration: a dynamic process where human reasoning and AI insights refine each other in real 
time. 

AI and human reasoning evolve together in a back-and-forth process, refining ideas through 
conversation. This represents a key shift in how we think about AI, not just as an automation tool but 
as a true partner in thought. This applies to conversational interactions and chat-based AI, where 
responses build on each other over time. In contrast, AI tools that generate single-shot outputs, like 
an image generator, don’t engage in the same iterative flow of prompts. 

6. Conclusion 
This study validated the AI Decision Loop and revealed clear patterns: 

● AI-assisted decision loops exist and can be observed. 
● I often failed to complete the loop, skipping critical assessment. 
● Intentional, structured engagement leads to better outcomes.  

What’s Next? 

This case study raises deeper questions: 

● Can structured interventions improve AI engagement? 
● Does AI-assisted decision-making vary by expertise or task complexity? 
● How do decision loops function in different domains: engineering, music, creative writing? 

These questions set the stage for future research. What’s clear now is this: AI’s potential isn’t 
unlocked through automation, it’s unlocked through engagement. 

If we want to get the most out of AI, we have to meet it halfway. 
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7. Future Work 
Since this case study focused on discovery and validation, future research should explore ways to 
confirm, refine, and extend the AI Decision Loop model across different contexts. Several key areas 
warrant deeper investigation: 

7.1 Experimental Validation: Can Structured Interventions Improve AI 
Engagement? 

● Can explicit AI interventions such as prompts encouraging reflection or automated nudges 
for validation—increase adherence to the AI Decision Loop? 

● If users are prompted to critically assess AI outputs, will they naturally shift toward deeper 
engagement, or will automation bias persist? 

● Would structured engagement training change how users interact with AI over time? 

7.2 Longitudinal Studies: Does AI Engagement Improve Over Time? 

● Do users become more effective AI collaborators as they gain experience, or does automation 
bias become ingrained with habitual AI use? 

● How does AI fluency impact engagement? Do technical users (engineers, programmers) 
engage differently than non-technical users (writers, designers, managers)? 

● Can we measure cognitive shifts over repeated AI-assisted decision cycles? 

7.3 Task-Specific Analysis: Does AI Decision Loop Adherence Vary by 
Domain? 

● High-risk vs. Low-risk AI Decisions: 
○ In high-stakes fields (engineering, law, finance, medicine), structured engagement 

may be essential for accuracy. 
○ In low-stakes creative work (music, art, brainstorming), rapid iteration may be more 

beneficial than deep validation. 
● Multimodal AI Engagement: 

○ How do AI decision loops function in text-based vs. visual vs. code-generation 
contexts? 

○ Do different media types (language models, image generators, music AI) encourage 
different levels of engagement and validation? 

7.4 AI Prompt Engineering: Can We Design Better AI Engagement 
Strategies? 

● Are there better ways to structure AI interactions that naturally encourage critical thinking 
and iteration? 

● Can AI be trained to recognize automation bias in users and proactively prompt deeper 
engagement? 

 

https://aibuddy.software 14 

 

https://aibuddy.software


What I Learned from Analyzing 2500 of My Own ChatGPT Conversations 
A case study by Travis Frisinger - March 2025 

● Do different prompting styles lead to higher engagement in the AI Decision Loop, and if so, 
which strategies are most effective? 

8. Practical Applications 
The AI Decision Loop provides a structured model for AI-assisted decision-making that can be 
applied in real-world settings. Here are three key areas where this framework could shape AI 
adoption: 

1. AI-Assisted Workforces 
In organizations integrating AI into daily workflows, structured AI engagement ensures that AI is 
used as a tool for augmentation rather than passive automation. This applies to: 

● Product & engineering teams: Using AI-powered coding tools with structured validation 
rather than blindly accepting outputs. 

● Knowledge workers: Engaging with AI-powered writing and research assistants in an iterative, 
refining process rather than one-off outputs. 

● Customer support & sales teams: Ensuring AI-generated responses are validated and 
improved over time, reducing risks of misinformation. 

2. Corporate AI Training 
As AI literacy becomes a necessity in many industries, structured training programs can teach 
employees how to interact with AI effectively. Organizations could: 

● Develop AI onboarding programs focused on iterative engagement techniques. 
● Integrate AI Decision Loop frameworks into AI-assisted work tools. 
● Measure AI fluency by tracking whether employees engage in structured decision loops 

rather than automation bias. 

3. AI Governance & Responsible AI Use 
Regulatory bodies and organizations concerned with AI governance can use structured decision 
loops as a risk mitigation strategy. This can: 

● Ensure transparency in AI-driven decision-making, requiring structured validation in high-risk 
industries (e.g., finance, healthcare). 

● Develop AI accountability frameworks where AI usage patterns are tracked for structured 
engagement. 

● Guide policy recommendations to prevent over-reliance on AI and reinforce human-AI 
collaboration best practices. 

By embedding structured AI decision-making into workflows, training, and governance, 
organizations can move beyond basic AI adoption and toward AI fluency—unlocking AI’s full 
potential while mitigating its risks. 
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9. Technical Appendix 

9.1 Code & Repository 

The modifications to Chip Huyen’s repository for AI decision loop analysis can be found here: GPT 
Chat Analysis Repository. These modifications included: 

● Adapting existing Python scripts for structured decision loop analysis. 
● Implementing automated validation checks for iterative refinement detection. 
● Formatting chat data for NotebookLM analysis, enabling large-scale trend identification. 

9.2 AI-Assisted Development: Windsurf by Codeium 

To accelerate the development of the decision loop analysis script, Windsurf by Codeium was 
used for AI-assisted programming. The Cascade feature generated the initial structure of the 
3,000-line script, including: 

● Implementation of JSON-based output formatting for decision loop tracking. 
● Integration of prompt-driven AI evaluations to assess engagement patterns. 
● Markdown to combined Pdf for Vibe Analysis 

All AI-generated code was manually reviewed, refined, and tested to ensure accuracy and reliability 
before use. 

9.3 Qualitative Trend Analysis: NotebookLM 

In addition to structured quantitative analysis, NotebookLM was used for qualitative or “Vibe 
Analysis” to detect patterns in AI engagement. 

● Summarized chat interactions into high-level themes. 
● Allowed for open-ended exploration of engagement trends before structuring final 

quantitative metrics. 
● Served as a cross-validation tool to ensure findings aligned with observed patterns. 

This phase provided an early sense-check before refining the automated structured evaluation 
pipeline. 

9.4 Key Adjustments Made 

● From Heatmaps to Decision Loops: Originally, the script in the repository focused on 
visualizing chat history. This study retooled it for structured decision tracking. 

● Automated Evaluation Pipeline: Integrated prompt-driven AI evaluations to assess 
engagement patterns and track loop adherence. 
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Appendix A : System Analyst Prompt 
You are an expert system analyst focused on evaluating how effectively users interact with AI systems, 
ensuring compliance with guidelines, identifying the variations applied in each step of the AI Decision 
Loop, and tracking collaborative work patterns. Analyze the USER's behavior in the following 
conversation.  
 
YOU MUST USE THE EXACT SECTION HEADINGS AND FORMAT PROVIDED BELOW: 
 
# 1. Brief Summary 
[Provide a concise overview of the USER's objectives and approach] 
 
# 2. Five-Step Decision Loop Analysis 
 
## Step 1: Problem Framing & Initial Prompting 
- Effectiveness: [How well did the USER define and communicate their needs?] 
- Evidence: [Specific examples of clear/unclear problem framing from the chat] 
- Impact: [Did clear framing lead to direct and relevant AI responses? Did unclear framing cause AI 
confusion, irrelevant answers, or unnecessary clarifications?] 
 
## Step 2: Response Evaluation & Validation 
- Effectiveness: [How thoroughly did the USER evaluate AI responses?] 
- Evidence: [Examples where the USER questioned, refined, or accepted AI output] 
- Iteration Check: [Did the USER ask AI to modify responses, seek clarifications, or challenge 
assumptions?] 
- Impact: [Did the USER’s evaluation improve AI responses in later turns? Or did lack of validation lead to 
AI outputs being accepted without question?] 
 
## Step 3: Expertise Application 
- Effectiveness: [How well did the USER incorporate domain knowledge?] 
- Evidence: [Examples where the USER corrected, guided, or constrained AI responses] 
- Impact: [Did applying expertise lead to AI providing more accurate/refined responses, or did failure to 
do so result in misleading outputs being used without challenge?] 
 
## Step 4: Critical Assessment 
- Effectiveness: [Did the USER challenge AI suggestions and assess risks?] 
- Evidence: [Examples of the USER questioning AI’s assumptions, checking for errors, or asking for 
alternative solutions] 
- Impact: [Did this result in AI refining its answer or correcting mistakes? Or did unchallenged AI 
responses lead to potential errors being reinforced?] 
 
## Step 5: Process Improvement 
- Effectiveness: [Did the USER adjust their approach over time based on prior AI interactions?] 
- Evidence: [Examples where the USER’s prompting style improved, avoided past mistakes, or used 
better strategies to engage AI] 
- Learning Adaptation: [Did the USER incorporate previous AI interactions into better refinements?] 

 

https://aibuddy.software 17 

 

https://aibuddy.software


What I Learned from Analyzing 2500 of My Own ChatGPT Conversations 
A case study by Travis Frisinger - March 2025 

- Impact: [Did process improvements lead to more efficient, relevant, or high-quality AI interactions as 
the conversation progressed?] 
 
# 3. Collaborative Pattern Analysis 
 
## Observed Patterns 
- **AI-Driven Decision Intelligence** 
  - Did the USER propose an idea and refine it through AI iteration? 
  - Did the USER provide a rough outline and ask the AI to expand with more depth? 
   
- **AI as a Critic** 
  - Did the USER ask AI to critique its own output and refine it? 
  - Did the USER request AI to critique their own draft (e.g., improving tone, flow, grammar, structure)? 
 
- **AI as a Thought Partner** 
  - Did the USER engage in back-and-forth reasoning, challenging AI's perspective? 
  - Did the AI provide counter arguments or alternative perspectives? 
  - Did the USER ask AI "why" to enhance trust and decision clarity? 
 
## Novel Patterns 
- Identify any interaction styles that **do not fit** into the predefined collaborative patterns. 
- Look for **unusual ways** the USER engages with AI, such as: 
  - Combining multiple AI roles in a single turn (e.g., asking AI to both **generate and critique** its own 
output simultaneously). 
  - Using iterative prompting in a **non-linear** way (e.g., jumping between refining an answer and 
reframing the problem mid-conversation). 
  - Applying domain expertise in an **unexpected manner** (e.g., challenging AI assumptions using 
real-world business constraints AI wasn’t aware of). 
  - Treating AI as a **sounding board for self-exploration** rather than just a problem-solving tool. 
- Evidence: [Provide direct examples from the chat where the USER demonstrated novel AI 
engagement patterns.] 
- Impact: [Did this novel pattern lead to **better AI responses, deeper insights, or unintended 
consequences**?] 
 
# 4. Recommendations 
- [Specific suggestions for improvement] 
- [Actionable steps for better AI collaboration] 
- [Strategic adjustments to enhance outcomes] 
 
You must maintain this exact structure and these exact headings in your response. Replace the text in 
brackets with your analysis while keeping the heading hierarchy and formatting consistent. 
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Appendix B : Trend Analyst Prompt 
You are an expert trend analyst evaluating AI conversations. Your task is to analyze the chat summary 
and determine: 

1. How Often Was the Full AI Decision Loop Followed? 
- Did the user complete a loop? 
- If the user did not complete the loop did they exit after the first step? 
- If the loop was iterated, was critical validation skipped? 

2. Where Does the Loop Break Down? 
- If the loop was not completed and the user made it past step 1 what step did they exit at? 
- Failure reason if loop not completed. 

3. Insights 
- Did the user apply any novel patterns? 
- Did the user use AI as a partner in thought? 
- Did the user leverage AI as a critic to evaluate and improve solutions? 
- Did the user demonstrate AI-driven decision intelligence by incorporating AI insights into 

their decision-making? 
You MUST respond with a JSON object in EXACTLY this format: 
{ 
  "loop_completion": { 
    "completed": boolean, 
    "exit_at_step_one": boolean, 
    "skipped_validation": boolean 
  }, 
  "breakdown": { 
    "exit_step": string,  // must be one of: "none", "problem_framing", "solution_design", "implementation", 
"testing_validation", "iteration" 
    "failure_reason": string  // brief explanation if not completed, "none" if completed 
  }, 
  "insights": { 
    "novel_patterns": boolean, 
    "ai_partnership": boolean, 
    "ai_as_critic": boolean, 
    "decision_intelligence": boolean 
  } 
} 
 

DO NOT include any other text in your response, ONLY the JSON object. 
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Appendix C : Collaborative Work Principles 

Paired Work Practices AI Collaborative Practices 

One person proposes an idea, the other 
refines it 

AI generates an initial draft, the user iterates 
on it. 

OR 

You give it a rough outline of an idea and ask 
it to iterate on it adding a bit more depth to 
the section. 

One person reviews, the other adjusts 
accordingly 

AI critiques its own output when asked to 
refine content. 

OR 

You ask it to critique your own draft to refine 
tone, flow, grammar, etc. 

One person explains reasoning, the other 
challenges it 

AI provides counterarguments and alternative 
perspectives. 

Explaining thought process strengthens 
solutions 

Asking AI “why” enhances trust and decision 
clarity. 
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